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ABSTRACT:

Through utilization of effective sampling procedures, libraries may

obtain substantial savings in terms of data collection costs. A theoretical

statistical sampling model is presented and two types of random sampling

techniques are empirically compared as to their effectiveness in estimating

a library usage parameter. Implications are drawn for the ig,ossible use of

these techniques in a library setting.



Introduction

Without question, current information on the operations of a large

university library system is essential for its proper management and

administration. Increasingly, managers of libraries are faced with the

need for more data to better monitor the library system. Added data

becomes necessary to complete internal comparisons, to observe a library

sub-system over time, to compare one library with others, and to satisfy

external requests for varied and more detailed data. It is likely that

this continued pressure for additional data will eventually overload

manual collection routines.

This overload may cause administrators to examine the various contin-

uous counting procedures that have become established daily library

routines. They begin to search for more efficient data gathering methods

to replace traditional procedures. Often seemingly "straight forward"

sampling techniques arc instituted with an intent to efficiently meet the .

requirements for data gath.ering.. Yet, these techniques nay or may not be

effective in providing the required data.

The main objective.of this study was to conrpare two accepted sam-

pling techniques and determine which method would provide the best esti-

mate of a library usage parameter. The first samplingtechnique examined

was a. pure random sampling method, and thesecond,waS a stratified` random

sampling. technique.

The Theoretical Sampling Model

One of the sampling techniques selected to estimate the library usage

parameter was the pure random sampling ethod (Dixon & Massey,. 1969), As

applied to, this problem, the technique was one in which the particular
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semester days selected for estimnting the parameter would be chosen al-.

random and without replacement. This particular sampling technique was

chosen for examination because it is simple to emeloy, it is free of bias

(when properly used), and it is a widely used sampling method. The 'pure

random sampling method is based on a theoretical model which requires some

elaboration.

Assume that a number of equal-sized samples of semester days is

drawn (ithout replacement) from the population of calendar days in one

semester. For each of the days selected in each sample, a number is

obtained corresponding to the total number of patrons utilizing the libra-

ry for that particular day. The distribution of the means of each of

these samples is assumed to be normally distributed and hos a standard

deviation. This standard deviation is known as the standard error of the

mean and is represented by the following equation.

\!S.D. of R .----

d2 NT) - N

N N - 1

Where S.D. of R = standard error of the mean.

d2 = the population variance; in this case, the variance of
the daily number of patrons utilizing the library for
one semester,

N = the size of the population; in this ease the total
number of days the library is open during the semester.

N = size of the sample; in this case, the total number of
days chosen for sampling the number of patrons 'utilizing
the library. .

Random sampling can be effectively used in conjunction with the above

mathematical relationship to provide estimates of library usage parameters
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as well as confidence regions around those estimated parameters. It

should be noted that the sampling procedure itself would yield the esti-

mates of the parameters, whereas, the above mathematical relationship

could be used to provide the confidence regions around these estimated

parameters.

Methods

The library usage parameter (the mean number of patrons utilizing

a university library daily during one semester) estimated by these sam-

pling techniques is mathematically expressed as follows:

%-xr =

acre 14 = the mean number of patrons .utilizing the library daily during
one semester.

X LI the number of patrons utilizing the library for any given day
dUring the semester. This term in then -.summed over all days
of the semester.

W
P

= the.total number of days during the semester (IT = 112).

Data were collected on the actual number of patrons utilizing the

library each day for one s:mester. This count was made on a continuous

basis by personnel assigned to library exits who had been instructed to

record, with a counting device, the number of patrons exiting the library.

The mean number of daily patrons utilizing the library during the semester.

was found to be 1416; the standard deviation was found to be 739.

In summary, then, the parameter or population to be estimated by the

two sampling techniques was the mean number of daily patrons utilizing

the library during the semester, and as'stated above, this value was com-

puted beforehand and Was be 1416.



Ljed-5

The distribution for the theoretical sampling model is presented in

Table 1. It contains the expected error specifying the confidence regions

for various sample sizes at the 68% and 95% confidence levels. Themeen

number of daily patrons (1416) utilizing the library during the semester

as well as the standard deviation (739), the population size (112), and

the sample size (30) were used to derive these estimates, -i.e., the appro-

priate values were substituted into the equation explained above. This

provided. the expected error for confidence intervals of 68% and 95% for

each of sample sizes listed in Table 1. For example; if the. sample

size were 35, we would expect that 68 times out of 100 the true value of

the estimated parameter would fall within 1:?104 units of the estimated

value of the parameter; also, 95 times out of 100 the true value of the

estimated parameter would fall within
±
208 units of the estimated value

of the parameter.

Thus, if one knew the population variance, the population size (e.g.,

number of semester days) and Chose a particular sample size, then confidence

regicns around the parameter (estimated by the random sampling method)

could be obtained. In practice, the only variable that would be left un-

)specified after one sample of 35 .(or any other sample size that night be

selected) had been taken and the parameter estimated would be the popu-

lation variance. 'However, if the sample size is 30 or more, the variance

of the elements of the sample would closely approximate the population

variance. On the other hand, if the sample size is substantially less

than 30, the population variance could be estimated by using previously

collected data if it were available. For example, if one wanted to esti-

mate the previously referred to parameter using a sample size of much less
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than 30, it might be to obtain the variance of the number of

patrons utilizing the library during s-mie previous semester to estimate

the population variance. Of course, till`.' is predicated upon the assump-

tion that-the variance would not differ sub:Itantially from semester to

semester. In many instances, this could be a tenuous assumption. At

any rate, a decision would have to be made which would involve weighing

the accuracy of a small sample size versus the biased estimate that could

occur by using the variance of a previous semester.

It was determined that 28 days would constitute a satisfactory sam-

ple from the total number of days the library was open during the semester.,

Once this decision wAs reached and the procedures described earlier had

been arranged, then much of the ground work had been established for insti-

tuting a procedure whichcoMared the effectiveness of two sampling tech-

.niques.

Figure 1 contains the sampling distribution of sample means (of

number.. of patrons utilizing the library daily for one semester) that were

obtained empirically. This was accomplished by drawing without replacement,

30 independent random samples of 28 semester days from the population of

112, semester days. The ordinate of Figure 1 contains the actual fre-

quency with-which each of the so.nmle means fell within the specified

interval of values indianted along the abscissa. The size of the interval

was 50 units. This'interval width was selected for it was felt that it

would yield the most accurate visual representation of the data. It

should. be noted that the empirical distribution-approximates-a normal

-distribution-. Also, the values tend to distribute themselves about the

true value of the parameter. The mean of the empirical distribution was
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1380 and the standard deviation was 1)18. The expected mean of this dis-:

tribution would be 1416 while the expected standard deviation would. be

121 (sec Table 1). Thus, this eMPirically derived sampling distribution

provided, an accurate representation of a sampling distribution that might

be obtained by using 30 such random samplings vith.cach sample constitu-

ting 28 semester days; the values of the mean and standard deviation of

this empirical distribution conformed rather well to the theoretical dis

tribUtion.

-Figure. 2 contains the salmling distribution of means that were

obtained using the same data, the same sample size, the same number of

samples, but a slight modification of the previous sampling method. This

modification took into account the effects that various days of-the week

might have on patron utilization of the library. (It should be obvious

that other variables also might significantly affect sampling results.)

The mean of this distribution was 1392 and the standard deviation was

It, can be seen that the sample estimates, in general, more nearly ap-2roxi-

mated the true value of the parameter in this ease' than by the method.

shown in Figure 1. The mean error (obtained by summing the absolute.

valUes of each of the sample errors and dividing by the number of samples)

in. .estimating the parameter by this method wa:.1 77. The mean error over all

samplings in estimating the parameter by.the rrevious method was ill;. The

difference between these two values was statistically sic:;nificant (p 4.01).

More importantly, the reduction in the mean error was 32.51.. Therefore,

some elaboration of this modified version of the previous sampling tech-

nique is in order.

The sampling teehnicue that was employed in Figure.2 is known as



str,,tifiecl, Tr-:ndem ?or the semester used in this example it was

observed that the nuld)er of patrons utilizing the library for certain

weekdays (e.g,, Saturdays and Sundays) was at great variance from the

number of patrons utilizing the library for other weekdays. Therefore,

the sample wee selected in such a way that each day of the week wee in-

cluded four times in each of the 28 day samples. Thus, stratification

insured that each day of the week was .represented an equal number of

times in the sample although rnch day included in the scruple was selected

randomly for each of the seven strata.

Conclusions

A theorotjcal model has been presented that makes it possible to

estimete confidence regions. This model was based on a random sampling

method which did not involve stratification, however, the identical rrip-

cau.J.:0 for estimating confidence regions can be used to estimate confi-

dpnce regions for the stratified 'random sampling method.
.

The confidence regions that would result by using this procedure if

the stratified random sampling design were employed would be cx?ected to

be somewhat wider than the actual confidence regions; i.e., the parameter

estimates would be more precise than the width of the estimated confidence

region would indicate. This presents no major problem in that interpre-

tations of parameter estiMates based on wider confidence regions would

consequently tend to be more cautious than interpretations based on narrower

confidence regions. The fact remains that such parameter estimates are

generally more precise if a, stratified random:. design is properly used

instead. of- the purely random design. .-
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The brief examination and comparison 'Of two salipling techniques

demonstrates the increased precision that can occur4 from c.re:ful con-

sideration of the characteristics of the elements thatlare being measured.

For e'xemple, the observation that great variability existed in the daily

patron usage of the library suggested that, the sample should be strati,-

fied and that a fixed portion of the sample should be taken from each of

the strata, This procedure ensured that the proportion of the sample in

each of the seven strata. was the same as the proportion of the population

in each of the seven strata. If the stratified random sampling design

is to be used correctly, it is necessary that the proportion of the sample

in each of the strata be the same as the proportion of the population

in that strata.

Careful consideration must be given to the idiosyncrasies, habits,

and makeup of the elements of the population that is Such con-

sideration should. improve the utilization of sampling procedures, thereby

yielding more precise estiroles of library. parameters.
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